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SUGGESTED Lead intro paragraph (a bit of realiititon by Usama):

[Phoenix, AZ, 3/4/97, 9:30PM, office of COO, TLI Communications Corp]

“But how do we find those guys?” asked Underwood, “ there’s some 10
billion records on 100 million customers in the mai n database.” Edwards
turned his head slowly, "Well | thought we had all those fields about
every call they make, we have all this info on the customers, can't you
ask the database to figure out which lines are conn ected to fax
machines?” He was losing his patience with his Dat a Division manager.
“What good is all this data to TLI otherwise?”

Underwood had to reiterate: “These databases are fo r billing purposes,
doing this kind of stuff is just not possible...” H e was interrupted,
Elderman could no longer contain himself: “But thos e MPI guys over in
Florida are already doing this! | hear they are eve n basing future
network expansion plans on this info. The informati on is in there, |
just know it!” he said. “What would it take to get it out?” he wondered
aloud.

Although fictional, scenarios like this one (perbaghere stronger language is employed) are unfatéiyn
becoming commonplace in organizations large andlsirerge data sets are now a fact of life for most
organizations; in fact, we have gathered so muth ttat asking even the simplest questions hasneeo
big challenge. Consider a simple applications tleérmines if two rows in a data table are likelye the
same, given that it is acceptable for “a few figlts differ. While this “find-similar” problem apps
simple, and one could think of several ways to eahiit, executing it on a massive data store idréan
straightforward. Large data stores are now adétife for most organizations.

A gigabyte is a quantity of information; it represents abd@® bytes of stored information. The word
derives from the Latirgiga, meaning “giant.” The next unit up is therabyte, from the Greelkeras,
meaning “monster”, represents‘idytes. Quite appropriately, in certain databaselas, the terabyte is
also referred to as the “terrorbyte”: a term $fineard used by Jim Gray.

The modern information revolution is creating hudata stores which, instead of offering
increased productivity and new opportunities, aredtening to drown us in a flood of useless infation.
Those who dare to tap their databases for the sshgdrowsing operation are usually blasted by an
explosion of irrelevant and unimportant facts. Epeople who do not “own” large databases face #ia d
overload phenomenon when they surf the Web.

The biggest challenge now facing the digital comityus how to sift through these data dumps to
find useful information. Meeting this challengetlse primary goal of the emerging discipline of data
mining and knowledge discovery in databases (KBD).

Source of the Flood

The simplest daily task like making a call, usingcradit card, or buying groceries usually leaves a
computer record. As of 1996, the biggest data warsé in the world--the Wal-Mart system built on NCR
Teradata--reportedly contained 11 terabytes (11ftes) of data. In science, the data glut probes
been known many years now and is only getting worke satellites of NASA’s Earth Observing System
are projected to generate more than a terabytatajpdr day when they become operational in 1998.
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While these massive databases hold potential tresisaf scientific, business, and social
knowledge, their sheer sizes make traditional rauitve approaches to analyzing the data and ditigac
knowledge practically impossible. Business questisuch as: “What products need to be improved?” or
“What customers are likely to switch to the comp@ti?” cannot be answered with a standard query, no
can typical scientific and government agency qoest?

These facts aside, perhaps the most significarsioredor the growing need for data mining and KDD
systems is the success of database systems thesisailg their proloferation in all sorts of orgatizas.
Until a few years ago, only the largest organizai@ould afford to build and maintain large dataisas
Today, even the smallest business can quickly bufidarge databases--by capturing transactions from
cash registers, recording customer interaction &van excruciating detail, and using Web servers th
produce gigabytes of log data after short operatiqgreriods. The result is an explosion of database
“‘owners.”

But unlike large organizations that can afford taimtain dedicated analysis departments, this new
generation of data owners have to do the analpeimselves. As I'll explain, these data owners ae n
finding tools suitable for use by nonanalysts. Takethe situation worse, in a competitive environtne
(be it in business, science, or government), igigpdata assets can quickly lead to major lossésllidg
example is that of MCI, which exploited a next-gatien, flexible billing and information service to
create marketing programs the competition couldrdtch.

How can you understand/visualize the contents @ditabase containing millions of records, each
record having hundreds or even thousands of fieldefhans are not well-suited to reasoning about
problems involving voluminous data or high-dimemsibspaces. Consider a store that carries 100G item
and serves 10,000 customers a day. An interestirggtpn--such as what items tend to be purchased
together during one month--requires analysis ofiom$ of data points in thousands of dimensiongsk
humans are simply incapable of performing. Dimemsiand data volumes are exploding even further
when one considers that patterns over weeks, mogters, or seasons are being examined. Similar
problems face advertisers and marketers when thlegtstargets for a mailing campaign, by investeh®
select where to put their money, by government eigsrthat monitor fraud, by engineers in manufaotur
plants when they have to track down failures ortenysus bottlenecks, and even by scientists whe iav
analyze large amounts of data.

Database systems have been developed to efficiestiligve, update, and maintain these data
stores. The query language for interacting wittadsbres is, of course, SQL. SQL, however, wasydesi
for a different purpose than to aid humans in espp understanding, or analyzing data. A SQL query
represents an exact logical description of a tadgh set. Unfortunately, the information needed fo
decision making is not easy to specify in a quanglage like SQL.

Say you want to detect fraudulent transactions icrelit-card database. Writing a query that
distinguishes fraudulent records from legitimate®ins extremely difficult, given that the naturefigud
constantly changes. (In contrast, a data miningaggh would be to take cases that are known to be
fraudulent and others known to be “clean” and et tomputer build a model that distinguishes betwee
the two). Other examples of decision-support qoastinclude: “Get me records that look like thesé b
not like those others,” “Tell me how the data ctusf’ or “Give me a summary of the contents of taige
database.” All these queries are not easily exptess SQL. While the data has been growing from
underneath us, we managed to develop systems r® istavithout realizing that the interface for assg
usage, and analysis is, essentially, broken.

The Current Environment

The natural place to look for data analysis sohgi the statistical community, which has beerceamed
with problems of data analysis for over a hundredryg. The problem sof data mining are fundamentally
statistical in nature: inferring patterns or modg&tsm data. Unfortunately, statistical tools haiude to
offer the untrained user; statistical packagesuarally designed for statisticians. Furthermoresinsach
tools are not integrated with database environments

Even if one were to overcome these initial hurdibg, last one is sure to cause problems: the
challenge of scalability. A typical statistical page assumes small data sets and low dimensiangéty
example, suppose you want to do some simple daategmentation by running the popukameans
clustering algorithm: a basic simple method forstdwing data. Let’s say you have managed to lay you
hands on an implementation in some statisticahfijorThe first operation the routine will execuse'lioad
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data.” In most settings, this operation will alsmthe last as the process hits its memory limits @mes
crashing down.

Within the database community, however, some hakp lfeen arriving for the power user. The
popular trend of data warehousing has transfornmed primary purpose of the database system from
reliable storage to decision support. To resporttiéanew needs of data access for decision suppbAP
technology, as first advocated by E. F. Cdias recently become popular.

The current emphasis of OLAP systems is on supmprjuery-driven exploration of the data
warehouse. Part of this goal entails precomputifggregates along data “dimensions” in the
multidimensional data store (see Figure 1). Bec#use&umber of possible aggregates is exponentiddg
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Figure 1. An lllustration of the OLAP Cube

number of “dimensions,” much of the work in OLAPssms involves deciding which aggregates to
precompute and how to derive other aggregates $timate them reliably) from the precomputed
projections. Note that the multidimensional storaynmot necessarily be instantiated in memory, as in
principle it could be derived dynamically from tbaederlying relational database. For efficiency msgs,
some OLAP systems employ “lazy” strategies in prggoting summaries and incrementally build up a
cache of aggregates. This approach has producedriatyv of new technology acronyms: MOLAP
(multidimensional OLAP), ROLAP (relational OLAP), GLAP (hybrid OLAP), and most recently,
DOLAP (desktop OLAP). However, despite the alphaoeip, the fundamental problems of dealing with
many dimensions remain unaddressed.

While OLAP systems enable the execution of quahas would usually be expensive, and while
they provide a more convenient environment for rpalaiting and visualizing data, they are dependent o
human-driven exploration and on the analyst to fdate and test new hypothesis in the data. Exptorat
is guided by queries issued by the user that spésitl in dimension hierarchy (for example, “ddibwn”
operations to move into a lower level of detaihfekence or modeling is relegated completely to the
analyst who is expected to “find” patterns of ietgrvia visualization in low-dimensional projecto(or
summaries) of data. While this helps a bit, it slo®t really make much progress towards giving the
analyst a handle on the analysis problem. As larplater, simple projections and aggregationsfare
from constituting sufficient help.

The KDD Process

KDD--which combines methods from database theotgtistics and pattern recognition, Al, data
visualizations, high-performance computing, andeothreas--involves the process of finding usefd an
interesting structure in data. Structure denotesepes or models; a pattern is classically defireda
parsimonious description of a subset of the data.

The KDD process (see Figure 2) involves many stiepfjding data selection, data cleaning, data
transformation, and reduction. A critical step imstprocess is data mining--the enumeration ofepagt
(and/or models; | use the terms interchangeablg)hever the data. Given a data set, it is posdible
enumerate many more patterns than there are datss i{often infinitely many patterns/models). The
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challenge in data mining is to decide which pateimsearch for and enumerate. Most such pattems a
likely to be uninteresting, superfluous, and peghapen incorrect--products of random chance or l@mp
statements of the extremely obvious. Hence, an iitapbstep in the KDD process is the evaluatiorspha
in which “interesting” patterns are identified aftdata mining. In fact, the final product of the RD
process is patterns of interest--what we call “klemlge.” The evaluation steps include methods for
visualizing patterns and data to help the end usderstand the data better.
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Figure 2. The KDD Process

Data mining is a central and crucial step amongntiaey steps of the KDD process. However,
historically, the term was used in statistics &tere to refer to the (frowned upon) practice aglifng”
around in data without having priori hypothesis to verify. Such practice may indeedl leae to find
statistically significant patterneven in completely random data. KDD systems must guard against the
dangers of such “mines” in data mining and prothetuser from them. However, with the risk of mines
also comes the promise of treasures. The road fesmdata to “knowledge” is a long and arduous
one. The raw data generated by some process (ntamtrfg, telephone switch, customer billing) is
usually not easy to retrieve. The first step icttlect and organize such data in a data warehtheate
provides a unified logical view of diverse aspextdusiness or organization. In building a warelggun
organization is forced to address basic issuesatd dleaning and consolidation, such as mappingyman
fields with differing names into one (for examplene business database reportedly had 27 different
spellings of “K-Mart”), deriving fields that mighte missing from some tables, establishing the cbrre
keys, and defining an indexing scheme and tableutagtrategy that would satisfy anticipated lookup
queries. Because of the volumes involved, accedatm in flexible nonpredefined ways will be slomda
impractical.

An explanation of each step of the KDD processofed. While Figure 2 separates the steps
conceptually, in practice these steps may be cozdbémd interleaved in many ways.

Selection and cleaning Assuming that you understand the analysis problgoals, constraints, and
bottlenecks involved, the KDD process starts wigtesting the target data--the subset of the data
warehouse relevant to the task. Selection is usw@atompanied by cleaning the data. While some
cleaning may have been done at the warehousing,staig step involves operations related explicitly
to the specific data mining task, such as decidiog to treat missing field values, summarizing
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multiple rows into single entries (“roll-ups”), aetting known noisy cases or outliers, and enforcing
other specialized constraints. An important parthig task is how to identify different transactsoas
related to the same entity. Such identification rhaydone by matching similar records and bringing
all relevant information about the same entity thgeto facilitate the next step.

Transformation. This step involves transforming the data into rfeuitable for the data mining method.
Transformations can include dimensionality reductgieps (replacing several fields with a derived
field) or data reduction steps (mapping multiplearels for a single entity and “rolling-up” derived
guantities into the resulting single record). Baincludes adding new fields that the user maggud
relevant to the problem at hand. The result iSryflarge data set, and typically involves unifgithe
data into a single database relation (table) fertbxt step.

Data mining. In the data mining phase, an algorithm is appt@dind structures of interest (patterns or
models) in the data table. A pattern could be diptewe model, data summary, data segmentation, or
model of dependencies (links) in data. The typpatferns generated depends on the data mining task.
From a finite data set, a very large (possiblyrité) number of possible patterns and models can be
extracted. Hence, exhaustive or optimal search odsttare usually impractical and heuristic search
techniques are required.

Interpretation and evaluation. This step evaluates the selected patterns foruhgope of deciding which
ones are interesting, and interprets them in teumgerstandable by the user or acceptable by the
application that will use them. Evaluation ciigeinclude: validity, utility, novelty, understaniiéity
(simplicity), and interestingness.

Integration. Finally, the discovered “knowledge” is either udgdpeople to increase their understanding
or integrated with the process that has generaiga perform prediction or control, for exampl@his
is a crucial step and can be very challenging: vawiion to take in the real world based on a new
discovery?

Data Mining Tasks

When data mining, you are essentially looking faeresting structures within the data. These airest
take the form of patterns or models, as | descrigmtier. However, the act of finding patternsdata has
been studied for a long time in other fields--sashstatistics, pattern recognition, and data. Sy isha
new term “data mining” being used?

The goals that are uniquely addressed by data ghfailhinto four categories:

* Scaling analysis to large databasedVhat if data is too large to fit in main memorfe there abstract
primitive accesses to the data that can providénmgialgorithms with the information to drive theaseh

for patterns? How do we minimize--or sometimes esgnid--having to scan the large database in its
entirety? These are questions addressed by reseaiaidata mining.

* Automated search Instead of relying solely on the human analysétomerate and create hypotheses
(or candidate patterns to look for), we can let¢dbenputer perform much of this tedious and datenisitve
work. Data mining is about making exploration aiglea databases easy, convenient, and practicahdset
who have data but not years of training in statsstir data analysis.

* Understandable models.Helping users understand and gain insight fromadat focusing on the
extraction of patterns that are easy to understarchn be turned into meaningful reports and surienar
In most KDD applications, making the extracted “Wexdge” understandable to the end user is partigula
important. Hence, using a nonlinear regression in@eeural net, for example) to predict a variafioten
data is insufficient. It is important to help theeu trade complexity for understandability and gasight
from the derived models/patterns.

* Finding patterns and models that are “interesting” to users Classical methodologies for scoring
models have focused on notions of accuracy (how #ats the model predict data?) and utility (how
beneficial is the derived pattern--Dollars saveuigd, and so on?). While these classical measueesell
understood and have been studied formally in $iedignd decision analysis, the KDD community soal
concerned with new measures, such as how to gdwegentderstandability of a model or the novelty of a
pattern.

For example, according to R. Kohavi of Silicon Grag (SGI) Data Mining Group, in a test of
the SGI MineSet data mining tool on a databaseeafafraphics, a very interesting rule emerged: “With
99.7 percent certainty, all individuals who are hargds are also maléswhile a human may find this
pattern trivial, to a computer, it looks just atemesting as a pattern that detects double-bipiragtices in a
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large database of healthcare billing records. Steidulent practices were actually uncovered by I18M
data mining group using data from the Australiamegament healthcare agency.

Data Mining Methods

We have so far covered an overview of the KDD psecenotivated data mining and explained how it fits
in with other relevant fields. We now turn out atien to describing what one does when one is rginin
data. Data mining activities fall into five broedtegories:

* Predictive modeling targets predicting one or more fields in the daing the rest of the fields. When
the variable being predicted is categorical (torape/reject a loan, for example), the problem ieca
classification. When the variable is continuouscfsas expected profit/loss), the problem is retkteeas
regression. Classification is a traditionally wsll:died problem. The simplest approaches inclualedstrd
techniques for linear regression, generalized limegression, and discriminant analysis. Methodsupar

in data mining include decision trees, rules, akuretworks (non-linear regression) , readial basis
functions, and many others.

* Database clustering (segmentationis finding the clusters in the data that consfssimilar subsets of
records. Unlike in predictive modeling, there is target variable. Examples include segmenting a
customer database into clusters of similar custemehich enables the design of a separate marketing
strategy for each segmenihere are many methods for clustering data. Pompg@roaches include K-
Means algorithm, hierarchical agglomarative methodsd mixture modeling using the Estimation-
Maximization (EM) algorithm for fitting probabiligt mixture models to data. A good description with
applications are covered in the chapter by Cheesemd StutZ.

* Dependency modelingargets estimation of the underlying joint prob#pidensity of the data. If you
know what the density function is, you one can arsany question of interest about the data. Density
estimation is a difficult problem and can be extedyrdifficult in high-dimensional data sets. A saalke
method for clustering and density estimation iegiin’.

* Data summarization involves methods for finding a compact description a subset of data. For
example, rather than enumerating all customers h&we two phone lines, the system may return a short
description (most of them have fax machines). Unlike previous tasks, which work on records (rows),
summarization is usually used in report generatiod exploratory data analysis and is concerned with
finding relations among fields (columns). The exdependencies usually reflect some external rdesh(

as the account-type field determining the interagt field). Usually the weaker dependencies--theso
that are less than 100-percent correct--are maegesting. For example, age and profession fieldg be
predictors of income, which may in turn be predietof the loan default or repayment. Furthermone, i
market-basket analysis, you may find that wheneveshopper wine and flowers, they usually buy a
greeting card. Such a pattern could suggest a neyofvshelving the merchandise (placing items #nat
likely to trigger a purchase between these itei@salable techniques for finding such associatidesrare
described by Agrawal et al in

* Change and deviation analysisfocuses on discovering the most significant chanige data from
previous or expected values or in identifying samisequences of events. Piatetsky-Shapiro et &l in
Methods for change and deviation analysis havetount for the sequence in which data appears,hwhic
distinguishes them from the other methods above.

Applications of KDD

The best applications of KDD are in fields thatdlwe information-rich, rapidly changing environmgnt
require knowledge-based decisions that have higbfhaand have sufficient and accessible d&rhaps
the most pervasive business application is databws&eting, which relies on the analysis of custome
information to tailor offers to customer preferesc®ata mining has also been applied successfully i
fraud detection, manufacturing, banking, and tetecmnications, as well as in astronomy, remote
sensing, and protein sequencinhe less typical applications include IBM Advancg&dout, which
analyzes basketball statistics to find patternplaj and is used by several NBA teahamd a system that
analyzes foster children records in WashingtoneStathelp design better social services. A notewort
example is IBM’s recent success in helping Mell@anB achieve significantly higher accuracies andelow
costs in a credit-card marketing campaign. Whasigecially interesting here is that the use ofaddtaland
more general tools enabled the IBM team to outperfthe bank’s own statistics department, which
traditionally managed advertising for the bank. yixere able to save the bank significant mailingts@as
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well as manage to turn around the analysis in tetiare. Business successes are routinely reporndte
web as well in trade magazines.

Challenges and Expectations

While early applications of KDD have yielded sigeéint payoffs, the field is rife with problems that
require a significant amount of research and ingasbn. The classical statistical problems of mode
inference from finite observations and managingeutainty in the derived results remain fundametual
KDD. Because data mining emphasizes machine-dexpioration and the enumeration of many patterns,
there are other challenges involving the search ffatterns/models in a huge search space. Search
algorithms can only explore a small part of thegilule space and have to rely on heuristic methods.

A question of purpose.Many of the traditional methods for data analysisravdesigned with the
assumption that the data was collected for the guapof analysis. This subtle assumption and its
implications are often overlooked. In typical datming applications, it does not hold. Rather, diata
is collected for a business purpose: accountingndpi monitoring, and so on. Using this data for
analysis purposes such as prediction and segnamtaties out many approaches that are designed to
be applicable in specialized analysis situations.

A question of scaleMost algorithms developed in statistics and pattegognition (and data analysis in
general) assume that data can be read into the terrppmemory and manipulated efficiently. New
algorithms are needed to deal with large volumedaté that do not fit in memory. In addition, data
mining algorithms enumerate many more patterns dega than is possible with traditional “manual”
approaches. This fact introduces some very sulaihgers. For example, given data that is completely
random, we can mathmatically show that given enopgterns enumerated from the data, with
probability close to 1.0 you can find patterns thald for the given data. Of course, this resuldig
purely to random chance as, by construction, thia dannot have any patterns in it. To complicate
matters further, traditional techniques for assessitatistical significance all assume small dats.s
With large sample sizes, everything that fits thegle becomes significant!

How does your data grow? Large databases grow over time--they do not sgmitea snapshot of a static,
underlying data generating process. Hence, modefing‘'entire” data set with one model is almost
hopeless. Taking a random sample doesn’'t help. Whakeeded is the ability to identify various
regimes in the data and model each regime withoital model, which is what scalable clustering
methods and partitioning methods such as deciséas do.

Interaction with data visualization. Another interesting prospect is the possibilityaohew regime for
visualizing massive data sets. Instead of the ticadil human-driven techniques that rely on human
analysis capabilities, we envision techniques #raploy data mining algorithms that extract and
simplify patterns, which makes it easier to viszalthe data. For example, a clustering algorithm ca
break apart a large database into homogeneous segthat may be much easier to visualize. Finding
such segments in the first place is difficult, aérly impossible, for manual analysis.

Other challenges.In addition, most data mining algorithms, even thest efficient ones, cannot be
expected to scan the entire data set (which cae talys or weeks). This fact makes sampling
strategies and approximation methods essentiaélliFirthere is a growing volume of nonstructured
data--in the form of text, images, and everythietated to the Web--that requires new data mining
algorithms. Solutions to these challenging resegdblems will be needed to fully exploit the
potential of mining the information bases of thetreentury.

While these challenges provide plenty of issuesrégsearchers to engage in for a long time to cdhree,
good news is that a new generation of data mirmdstis emerging. While some of these tools ateasti
bit too complicated for use by business end-udbes; are significantly simpler to use than the pres
options offered by statictical analysis packag&he tools are being integrated with operationabbases
and in some cases can scale to very large databdsespayoff has been significant for those whaeha
mined their growing databases. This will lead toeaplosion in interest and with it the hype. Thader
needs to be careful to realize that while succeasedeing achieved, data mining tools cannot jaldl
when it is not present. Not every database can inednregardless of what some might claim. A cdrefu
balance between realistic expectations and cairfidstigation of the mined goods is still a nedgssi
Despite all the traps, mines, and dangers, the rosvaf a good data mining expedition can be quite
gratifying.
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